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The impact of digitalisation on society has posed and re-posed a number of significant questions: What should be the limits of information stored by the government of its citizens? How can that information be appropriately shared with persons and firms in the private sector in order to unlock its economic value? Why does it seem as if the technology changes faster than the law can respond? What rights does an individual have in the information about that individual?

We explored some of the questions posed by digitalisation in an accompanying working paper focused on constitutional theory: Digitalisation, the ‘Fourth Industrial Revolution’ and the Constitutional Law of Privacy in South Africa. In that paper, we asked what legal resources are available in the South African legal system to respond to the risk and benefits posed by digitalisation. We argued that this question would be best answered by developing what we have termed a ‘South African public law perspective’. In our view, while any particular legal system may often lag behind, the law constitutes an adaptive resource that can and should respond to disruptive technological change by re-examining existing concepts and creating new, more adequate conceptions. Our public law perspective reframes privacy law as both a private and a public good essential to the functioning of a constitutional democracy in the era of digitalisation.

We made two further arguments in our constitutional theory working paper. First, we found that the South African constitutional text instantiates a rights-orientated, and rule-of-law centred political theory, which potentially facilitates the development of a privacy law adequate for the Digital Age. In addition to the usual constitutional tools, South Africa’s ‘transformative constitution’ has particularly apt characteristics for responding to digitalisation, including the component of horizontality (e.g. the application of constitutional norms to both public and private actors) and that of subsidiarity (e.g. meshing and calibrating legal frameworks at constitutional, legislative and judge-made levels).

We then discussed recent South African Constitutional Court cases addressing surveillance harms and other cases resolving disputes on harms associated with information’s publication, dissemination, and use. Until recently, constitutional privacy jurisprudence in South Africa has not explicitly confronted the implications of impacts of disruptive technological change. Nonetheless, we argued that it has demonstrated the potential to do so. The opportunity exists to focus simultaneously on the need for systemic controls of harms to privacy and democracy and to recognise the need and benefits for digitalisation’s impact sectors, such as law enforcement and social rights in this ultimately constitutional analysis.

In this working paper, we take the analysis one practical step further: we use our public law perspective on digitalisation in the South African health sector. We do so because this sector is significant in its own right – public health is necessary for a healthy society – and also to further
explore how and to what extent the South African constitutional framework provides resources at least roughly adequate for the challenges posed by the current ‘digitalisation plus’ era.¹

The theoretical perspective we have developed is certainly relevant to digitalisation’s impact in the health sector. The social, economic and political progress that took place in the 20th century was strongly correlated with technological change of the first three industrial revolutions.² The technological innovations associated with what many are terming ‘the fourth industrial revolution’ are also of undoubted utility in the form of new possibilities for enhanced productivity, business formation and wealth creation, as well as the enhanced efficacy of public action to address basic needs such as education and public health.³

As we explore more fully in Part Four below, digitalisation’s potential for societal impact was on full display during the current COVID-19 pandemic. While many factors influenced social responses to the pandemic, and we do not suggest a direct relationship between digital infrastructure and effectiveness, we also note that some countries with advanced digital infrastructure, such as Korea, were able to respond relatively effectively in the early days of the pandemic. As an immunologist writing in the Financial Times observed recently: ‘Efficient testing, tracing and containment was a soluble technological and organizational problem.’⁴ The negative costs of ‘technological lags’ were also made plain in the case of South Africa. The government struggled to implement a technology-based contact tracing solution based on smartphone capability which impaired its response to the public health crisis.⁵ Delays in the migration from analogue to digital broadcasting constrained the ability of our education authorities to expand online learning in disadvantaged communities under the lockdown regulations.

In this working paper, we focus only on the health sector. Our aim is to demonstrate our argument about the significance of a public law perspective on the constitutional right to privacy in the age of ‘digitalisation plus’ through raising and discussing several issues raised by digitalisation’s impact in the particular sector of health. It would be possible and valuable to extend its analysis beyond health into any of numerous spheres of social life – from energy to education, and policing to

---

¹ Digitisation – the storing of information in digital as opposed to analogue or paper-based forms, e.g. storing information in computers as strings of zeros and ones – has had social and economic impacts since at least the 1960s. The pace and depth of these impacts has increased since around the middle of the first decade of this 21st century. Many speak now of a process of digitalisation as a social and economic process in its own right. Arjun Appadurai and Neta Alexander, Failure (Wiley 2019). We discuss the current moment – terming it the era of digitalisation plus – at pp. 3-4 of the accompanying paper.


³ The potential social and economic benefits of digitalisation are also stressed by some writers on the political left. See for instance Roberto Unger, The Knowledge Economy (2019), who foresees the possibility of a knowledge economy for the many; and Evgeny Morozov ‘Digital Socialism: The Calculation Debate in the Age of Big Data’ New Left Review 116/117 March/ June 2019, discussing theories that postulate the possibility of Socialist economic planning as a result of information technologies and predictive analytics.

⁴ Thiago Carvallo, FT 2nd –3rd January 2021. But some states also used the COVID-19 pandemic to increase their powers of surveillance over their citizens. China went so far as to install CCTV cameras inside people’s homes or just outside their front doors, according to Veliz. See Carissa Veliz, Privacy is Power: Why and How you Should Take Back Control Over Your Data (2020) p57.

child care. We mainly focus on technologies that have health benefits and privacy costs, but we also recognise that certain technologies have health costs and privacy benefits. Our main point is to demonstrate the value a constitutional right to privacy can bring to the regulation of digital technologies in a variety of legal frameworks and technological settings – from public to private, and from the law of the constitution to the ‘law’ of computer coding.

This working paper proceeds in three further substantive sections:

- Part Two recalls our public law perspective on digitalisation and the constitutional right to privacy and surveys the regulatory landscape of the health sector in South Africa. We briefly describe the operationalisation and application of health privacy regulation in post-apartheid society.

- This prepares us to, in Part Three, note and assess a number of specific digital health technologies currently in use in interventions in South Africa. To survey and assess instances of digitalisation’s impact on health, we adopt the international World Health Organization (WHO) classification of digital health interventions. We thus are adopting a global conceptual structure to assist in our assessment of the current state of a national sector.

- In Part Four, we focus on the recent response to the COVID-19 pandemic and discuss the establishment in South Africa of the COVID-19 Tracing Database, and subsequent technological interventions aiming to enhance contact tracing and other responses. The initial database establishment was a development at the interface of the law enforcement and health sectors, which raised concerns regarding its risks to privacy, but also raised hopes regarding its potential rewards in protecting public health.
Part Two: The Health Sector in South Africa – a Regulatory Overview from a Public Law Perspective

As we have argued in Digitalisation, the ‘Fourth Industrial Revolution’ and the Constitutional Law of Privacy in South Africa, the working paper accompanying this one, the challenges that changes in digital technology pose to existing legal frameworks (including, but not limited to, privacy law) require the articulation of a public law perspective on the constitutional right to privacy. Accomplishing this task is likely to be enabled by South Africa’s Constitution. This Constitution has two particularly relevant and developed doctrines – horizontality and subsidiarity – that are crucial for engaging with digitalisation and articulating an adequate framework of privacy law. Additionally, in 2013, South Africa authorised a regulator spanning the policy domains of privacy and access to information. And, in mid-2021, data protection provisions of South Africa’s Protection of Personal Information Act (POPIA) come into effect. A further crucial set of legal resources (separate to POPIA) consist of the common law’s capacity to continue to deal with many of the harms associated with digitalisation, and the potential of the constitutional right of privacy to specifically address collective harms, in addition to comprehensively overseeing privacy law.

The components of horizontality and subsidiarity are particularly relevant to the health sector in the age of digitalisation. For instance, the potential power wielded by electronic platforms is a good context for the horizontal application of rights, such as the right to health and the right to privacy. Therefore, there is a question specific to the South African context (and relevant for the constitutional theory engaged with in our accompanying paper): should horizontality – a concept and debate that has receded to some degree from doctrinal discussions over constitutional rights in South Africa from its earlier prominence in the early 1990s, when the Constitution and the Bill of Rights was being drafted – come back into our current discussion over privacy (and health) in South Africa as a useful and progressive concept? As for subsidiarity, its conceptual structure mirrors the comprehensive and powerful logic of digital technology, building its very coherence and structure as a network out of numerous individual links – for example, from constitution to legislation, from legislation to subordinate legislation, from subordinate legislation to regulatory interpretation, from regulatory interpretation to judge-made decisions and the like. Both components are, we argue, crucial for enabling law to respond to the costs and benefits of digitalisation.

South Africa’s health sector has seen considerable change in the past 25 years. It has moved significantly in the direction of becoming a deracialised, comprehensive and integrated health system. As the government has recently noted, ‘[a]verage life expectancy at birth declined over the first decade of democracy, largely due to the devastating impact of the HIV and AIDS epidemic, reaching a low of 54 years in 2005. Since then, however, it has improved steadily, reaching 64.6 years in 2019.’

One significant and celebrated feature of South Africa’s health system is its relatively high rates of use of healthcare services. For instance, in 2015, 94% of pregnant women received antenatal care, 96% delivered in a healthcare facility, and 97% were attended at delivery by a skilled medical practitioner. In absolute number terms, the use of public healthcare has increased dramatically, to some extent addressing an apartheid-era healthcare deficit. The number of such healthcare visits per annum has increased from 67 million in 1998 to ‘close to 120 million annually by March 2019’ with 71.5% of households using public sector clinics in 2018. Persistent challenges that remain include addressing the inequalities of cost and level of care between the public and the private healthcare sectors, the explosion of litigation and claims related to medical negligence against the state in recent years, and declining levels of community participation in healthcare provision.

In addition to the professional and statutory bodies overseeing the work of the professionals and other personnel key to health sector, several other statutory bodies exist to regulate various non-personnel aspects of activity within the health sector. These include the South African Health Products Regulatory Authority (SAHPRA) and the Office of Health Standards Compliance (OHSC). SAHPRA has statutory authority to regulate clinical trials, medicines, and health devices. OHSC monitors health establishments’ compliance with health standards. Significant activities, such as the establishment, licensing and funding of hospitals, remain regulated by officials at the national and provincial line departments of health, which share constitutional jurisdiction over this competence and implement the National Health Act 61 of 2003 and other sector legislation. Other regulatory bodies set up by their own empowering statutes include the Compensation Commissioner for Occupational Diseases and the Road Accident Fund.

To understand the privacy-related issues raised by the intervention of digital technology within the health sector (as discussed further in Part Three) we need to understand the regulation of health devices. The regulation of these devices is within the competence of SAHPRA, a body built from the Medicines Control Council. As currently implemented, SAHPRA’s regulatory model has several key components, including the regulation of establishments and regulation through reliance:

- SAHPRA currently licenses establishments, though it does not require them to prove that their quality management systems are up to international standards.

---

8 DPME (n 146) p.101.
9 Ibid. p.103–104.
SAHPRA also regulates the devices that such establishments (as well as ones outside South Africa’s borders) produce through the key mechanism of reliance – meaning that, especially for high-risk products, if evidence is presented that the relevant devices are registered in one of six recognised jurisdictions, the device is eligible to meet the standards of section 21 authorisation and thus be marketed in South Africa. Reliance here refers to “relying” on registration or authorisation in other countries.¹⁴

An alternative route to these six jurisdictions is for a device to be pre-qualified by WHO. The six jurisdictions are: Australia, Brazil, Canada, the EU, Japan, and the USA. This reliance component to health sector regulation is similar to the reliance component of ICT regulation by South Africa’s telecommunications and broadcasting regulator, the Independent Communications Authority of South Africa (ICASA). SAHPRA has demonstrated some capacity to respond to the COVID-19 pandemic with some agile regulatory arrangements, although it does not appear to be well co-ordinated with other important government entities, including the National Treasury and the National Department of Health (NDOH).¹⁵

International health regulations approved by the World Health Assembly, part of an international treaty system linked to WHO, generally become part of South African law via the International Health Regulations Act 28 of 1974. This international law was used by the WHO Director-General to declare the COVID-19 pandemic a public health emergency of international concern and to co-ordinate a global response.

It should be noted that we have not examined in any detail the regulatory instruments and processes by which it is possible that some (or even many) risks to privacy may be actively mitigated. Such processes may include the use of privacy and data protection impact assessments as employed in comparative jurisdictions.¹⁶ For instance, s 19(2) of POPI requires a risk assessment that might be interpreted (or supplemented, as was the case with the Stellenbosch University Privacy Regulation) to include a privacy impact assessment.¹⁷

¹⁴ Tomlinson (n 152).
¹⁵ Ibid.
Part Three: Digital Health Interventions in South Africa

The impact of digital technology globally has been considerable, and its impact on the health sector in South Africa has been no exception. Since around 2000, the term ‘digital health’ has been used to recognise and evaluate this development.¹⁸ While it is not necessary to fully dive into the related literature here, one helpful line of analysis in gaining insight into the challenges and opportunities posed in this sector has been developed by WHO as an aid for policymakers. In 2018, WHO classified the full range of different digital health interventions as a tool towards understanding the impact of digital technology in health.¹⁹

Therefore, here we use the classification scheme of digital health interventions proposed by WHO to identify some of the current constitutional issues in the South African health sector occasioned by digitalisation. WHO's overview of digital technologies helpfully distinguishes four types based on the targeted primary user: health clients; healthcare providers; health system or resource managers; and data services. In this part of the report, we identify and briefly discuss a significant digital health intervention in each of these four primary WHO categories.

Health clients

Interventions directed at health clients include targeted client communication, personal health tracking, and on-demand information services. While there are many examples that could (and should) be examined further in this category,²⁰ we identify here just one: a client-focused technology developed in a public/private partnership: MomConnect.

The laudable and celebrated high rate of use of health services by pregnant women in South Africa is associated with a significant digital health intervention – MomConnect, technology developed by the NDOH and a range of implementers including the Praekelt Foundation, a private non-profit corporation.²¹ The MomConnect service provides twice-weekly health information messages.
to pregnant women and allows them to submit compliments and complaints about the health services they have received at local level. MomConnect is argued to be innovative, in particular in incorporating registration of the pregnancies and in using interoperable technology.²² Looked at with a global lens, MomConnect is one of only five mobile health information messaging programmes to have scaled to over one million beneficiaries. Further, it is the only programme across the world to have attained population-level coverage of more than 60%. There are privacy issues with this programme. It ‘collects the user’s identification number and facility code during registration, enabling future linkages with other health and population databases and geolocated feedback.’²³ As Barron et al. noted: ‘[t]he privacy, data security and confidentiality aspects of holding individual patient information in a national system in South Africa … came to the fore for the first time in MomConnect’. Rules and operating procedures were established for hosting and accessing such data, which are held on secure NDOH-controlled servers and subject to the same rules as other routine data systems.²⁴ Above and beyond these issues of informational privacy, the digital technology encompassed in MomConnect represents a significant use of private power, albeit for a public purpose. From a public law perspective, the regulation of this power is largely embedded in agreements and contractual framework rather than a framework of primary or subordinate legislation.

Healthcare providers

Digital health interventions directed at healthcare providers include client health records, referral co-ordination, and prescription and medication management. One challenge evident through the healthcare sector in South Africa is that of patient and healthcare worker autonomy and potential infringements on individual privacy. While using technology to facilitate the quality and delivery of healthcare, digital technologies may of course infringe on rights to privacy, intruding in particular into the liberal zones of individual privacy. Informational privacy issues may be associated with healthcare workers, as well as with patients and research participants. In respect of personal health records stemming from healthcare services, the advent of digital health has raised particular issues.²⁵ One issue is the access of patients to their own medical records in situations where a third party had an interest in those records. At least in part in response to changing business models enabled by digital technology, ‘[h]ealthcare practitioners are increasingly called upon to step out of their usual clinical role to evaluate and report on claimants for non-clinical purposes, such as eligibility for insured benefits.’²⁶ For the most part, the challenges posed by this second set of

²² Ibid. p.1.
²⁴ Ibid. p.4.
technologies may be addressed through a combination of statutory and regulatory instruments. Going forward, the key statute will be POPIA and its interaction with the regulatory framework of the National Health Act. While the constitutional right to privacy will play a background and supervisory role, it is unlikely to need to provide the primary role in this category.

**Health system or resource managers**

Digital health technologies directed at health system or resource managers include technologies for supply chain management, public health event notification, civil registration and vital statistics, and health financing. At least one continued type of operation of South Africa’s second-generation pandemic response technologies fits within this category as a public health event notification to health system managers – the use of data at the aggregate level for population mobility and COVID-19 hotspot mapping. As the successive technologies to the COVID-19 Tracing Database (discussed further in Part Four) have been developed and deployed, there has remained a residual thread of operations continuing at (among others) the Council for Scientific and Industrial Research (CSIR), the public organisation initially chosen to house the database, and which is in touch with a range of key public health entities, including the NDOH. Since May 2020, one of the major South African telecommunications companies, Vodacom, has provided aggregate data for use in population mobility estimates to several public entities including the CSIR, the National Institute for Communicable Diseases (NICD), the City of Cape Town, and the Free State and Eastern Cape provincial Departments of Health.

These estimates do not include individual contact tracing data. In a separate operation, the CSIR uses anonymised contact tracing data from the NICD to compile approximated COVID-19 hotspot maps.²⁷ This piece of hotspot mapping – which was also an ambition of the tracing database – from the point of view of the group right to reasonable inferences from data. In a related policy debate, some have asked whether the practice of disclosing specific infection statistics implicates the group right of privacy.²⁸ In many ways, the regulation of these technologies may primarily be a matter of the constitutional right to health and its interaction with the general limitations clause, section 36.

The purpose of most of the digital technologies in this third classification is to advance public health through the effective and efficient use of limited resources. However, the implementation of this effort is done through the full variety of statutory, regulatory, and private law-based instruments, as well as instruments not usually thought of as classically regulatory, such as information technology standards and computing languages and coding protocol. This welter of texts (and


codes) is reflective of the fast-changing health sector in the 21st century. As can be inferred from the parallel surveillance context of the AmaBhungane case,²⁹ the constitutional right to privacy may well find employment here via either or both of the horizontality and the subsidiarity doctrines noted above.

Data services

Digital health technologies directed towards data services include data collection, management and use, data coding, locational mapping, and data exchange and interoperability. One practice in this category that poses issues at the interface of technology and privacy is biorepository (or biobank) research in Africa. Biorepository research is based on the collection, processing, storage, and distribution of biological materials for future health research. Spreading globally and growing rapidly since around 1990, in part due to the facilitation and acceleration of digital technology, several biorepositories have been established in Africa in the last 20 years, associated with the development of bioinformatics and computational biology. Treading in sensitive terrain from the point of view of decoloniality as well as privacy, the pending application of South Africa’s privacy law to its biorepository research facilities raises important questions of lawfulness as well as the continuing ability of South African facilities to collaborate with their African counterparts in jurisdictions without robust privacy laws and enforcement.³⁰ There are between 10 and 20 biorepositories in South Africa that currently fall under the somewhat ambiguous regulation of the NDOH and the National Health Laboratory Service.³¹

The now-inoperative COVID-19 Tracing Database – with its avowed purpose of using geolocational data for contact tracing – also falls squarely within this final WHO category and is discussed further in the Part Four. The regulation of this set of technologies includes cross-border agreements with both public and private entities and falls at the intersection of the constitutional rights of privacy, health, and academic freedom (the right to research).

Unsurprisingly, technological developments along the above lines have resulted in several recent disputes in the South African courts. One pitted two South African health and life insurers against each other in the High Court, debating whether the publicly available scoring system of one could be used commercially by the other.³² Another dispute has seen an enquiry (launched in July 2019)

²⁹ Please see accompanying paper at pp.22-25, discussing AmaBhungane Centre for Investigative Journalism NPC and Another v Minister of Justice and Correctional Services and Others, Minister of Police v AmaBhungane Centre for Investigative Journalism NPC and Others (CCT 278/19; CCT 279/19) [2021] ZACC 3 (4 February 2021).


by several well-respected senior advocates into the question of whether medical schemes’ data analysis practices have unlawfully discriminated against claims lodged by African and Indian medical practitioners, resulting in an interim report and threats of court actions.³³ Both of these cases fall within the category of data services.

Informed by the doctrines of horizontality and subsidiarity, a privacy law developed by the public law perspective we have detailed in our accompanying paper can provide a powerful and flexible instrument for engaging with the issues posed by the digital technologies of all these types. A fundamentally reconceptualised privacy right cannot on its own address the regulatory issues identified in the health sector. But it can engage with private power, such as that on display in several instances above, perhaps most notably in the technologies directed at data services. And it is able to interact with the multiple obstacles and opportunities posed at multiple levels: by other constitutional rights, by statutes including, but not limited to, POPIA and the National Health Act, by subordinate legislation, by professional standards, agreements and other instruments using private law to accomplish public ends, and even by some avenues of control not usually thought of as within the purview of a Constitution at all, such as standards and computing codes.

Part Four: The COVID-19 Tracing Database and subsequent technological initiatives to enhance digital contact tracing in South Africa

In addition to the more gradual change caused by the onset of digital technology in the health sector, the sudden onset and extensive duration of the COVID-19 pandemic has sparked sharp change, much of this also taking place through digital technology. One prominent example in the health sector was the series of attempts by the South African Government to enhance and empower state contact tracing capacity. These efforts have raised a number of privacy issues, similar to those identified and discussed in Part Three. The first of these attempts – the COVID-19 Tracing Database – lies in the overlap between the health sector and law enforcement.

While these developments are covered in depth elsewhere,³⁴ a brief overview of this series of technological interventions helps to identify potential risks and rewards, and to understand how these are assessed within the current regulatory privacy regime. It also demonstrates the key argument of our public law perspective on constitutional privacy law in the era of digitalisation – that South Africa’s constitutional regime possesses the fundamental legal resources, although not the decided body of case law, to engage with the full spectrum of benefits (social and economic) as well as harms (surveillance and dissemination) that are emerging in contemporary South African and global society.

In response to the COVID-19 pandemic, South Africa engaged in a sequence of attempted technological enhancements to the crucial pandemic-fighting function of contact tracing. Each of these attempts presents a case of pushing the integration of digital technology into existing systems (or the creation of a new system) to achieve public health. In the first of these efforts, the government established a tracing database in March and April 2020. This technology aimed to collect both aggregated and individualised mobility and geolocational data on COVID-19 cases and their contacts. With its broad and deep evidence base, the database had the potential to assist health system managers with policy formulation and to provide a database to assist with contact tracing, thus falling into the third and fourth of WHO’s classifications. Arguing that there were both risks and rewards, we have published reports on the establishment of this database soon after its establishment, effectively cautiously noting its possibility to assist with public health.³⁵

About four months into South Africa’s pandemic response, the NDOH announced that the tracing database was no longer operating, although the legal machinery for the database and its oversight remain in place. As things happened, while there were no judicial responses to the privacy risks of the tracing database, it turned out that a privacy-guaranteeing regulatory structure – the appointment of a designed judge with a mandate to oversee privacy protection and make recommendations to government – was instrumental in noting and communicating the inability

³⁴ Klaaren and Ray. (n 27).
of the tracing database to perform its function due to the lack of precision in the key category of
data it had decided to collect – geolocational data. In layman’s terms, the triangulated information
gathered from cellphone towers simply was not clean or precise enough to assist materially with
contact tracing.³⁶ This is an example of a ‘technological lag’, one arguably negatively impacting
South Africa’s response to the pandemic.

South Africa’s replacement initiative within this space was COVIDConnect, a technology developed
by Telkom/BCX and the Praekelt Foundation partnering with the NDOH.³⁷ According to BCX, the
COVIDConnect app ‘allows the public to screen for COVID-19 on WhatsApp …; shares test results
and provides advice to those who have tested positive for COVID-19 through GovChat’s LetsTalk
line … [and] In SMS is sent to inform when results are available; [and] anonymously alerts people who
may have been in close contact with someone who tests positive for COVID-19.’

Further, COVIDConnect ‘draws data from various data sources and provides district health teams
with the ability to search for individuals via a table interface, giving them direct communication with
the individual via SMS [through building] a map view of SA with functionality to filter by province and
include all primary infected individuals listed on the system, whilst identifying the close contacts
and [heat map overlays indicate the volumes of infected relative to population estimates].’

COVIDConnect differs from applications used elsewhere by relying on persons testing positive
with COVID-19 to voluntarily provide the names and contact details of their contacts.³⁸ Its power
to engage in hotspot mapping – which was also an ambition of the tracing database – is within the
ambit of one part of the developing concept of privacy discussed above, the right to reasonable
inferences from data. With its dual focus on clients as well as healthcare managers, this second
technological intervention straddles the first and the third of WHO’s categories discussed in Part
Three (health clients; and health system or resource managers).³⁹

In its third major technological intervention, on 1 September, the government launched COVID Alert
SA, a Bluetooth application and part of the Google/Apple Exposure Notification (GAEN) system
operated by Google and Apple. This was stated to be part of the COVIDConnect platform.⁴⁰ With
its strong privacy protections and its limited aims, this technology fits squarely back within WHO’s
first category – digital health interventions directed at health clients. South Africa’s ambitions
to technologically support contact tracing – at least judging by the high-profile technological
interventions surveyed here – have been directed to clients and health system managers and

³⁶ Klaaren and Ray (n 27). (Text at notes 11-13)
³⁷ ‘BCX and the Department of Health Partner to Launch COVIDConnect’ (BCX, 22 July 2020), https://www.bcx.co.za/
³⁸ Elri Voigt, ‘The Trial and Error of Covid-19 Digital Contact Tracing in South Africa’, Maverick Citizen, 28 July 2020,
accessed 31 July 2020.
³⁹ Klaaren and Ray (n 27). (Text at notes 49-57)
2 September 2020.
not to healthcare providers, nor to the data systems providers. Furthermore, their development appears to be more significantly influenced by the capacity of the state to work with the private sector to devise such initiatives as well as the availability of the technologies, rather than by any clearly defined campaign to counter new threats to privacy or popular backlash along such lines.⁴¹

⁴¹ Klaaren and Ray (n 27). (Text at notes 69-72)
Part Five: Conclusion

We have briefly surveyed the regulatory structures in the South African health sector and some of the interventions made by digital technologies impacting in that sector. We have drawn from both the South African public law perspective on the constitutional law of privacy in the era of digitalisation and from a global regulatory classification of digital health technologies. We have also presented an account of the series of technological attempts the South African Government embarked on to enhance and empower state contact tracing capacity early in the COVID-19 pandemic.

There are several policy implications that flow from this research, two of which we note here:

Perhaps the most important echoes a point made in our accompanying paper (one flowing from the doctrine of horizontality) – the need to acknowledge the public and private nature of the social action at issue in these questions. This need is shown in our account of the South African technological responses to the COVID-19 pandemic as well as in the overview of the numerous technological interventions in the health sector. Policymakers who examine either the public or the private sides of these social questions and their potential answers are unlikely to enable an adequate and effective response.

We also call for policymakers to acknowledge and monitor the costs and the benefits these technologies are causing our society to incur. Policy instruments such as privacy impact assessments should be considered as important tools. Such assessments can be used to guide social and economic regulatory choices before the event, and to document and chart the complexity of the impacts of the technologies afterwards.